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ABSTRACT

A salesperson desires to travel from a city tdtadl other cities exactly once a time to sell himdpicts and return
back to the city where he started from. He wantsateer this in minimum time with minimum distancéile travelling.
This paper discuss on a proper path of travellialpSnan. TSP is an application of graph theorythtnterm of graph
theory, given a list of cities and their pair-wiistance, the task is to find a shortest possie (Hamiltonian Cycle) that
visits every city exactly once. Even though TSBriseasy to understand, but it is very difficulstive. Researchers have

proven that Travelling Salesman Problem is NP-cetepl

This paper explains a simple demonstration ofufes of modern graph theory by formulating a “méatravel”
between five metro cities: Delhi, Kolkata, Mumb&heila, and Ahmadabad. The procedure includedttlization of the
four major algorithms in graph theory to creatgkt of travel” that would model the more sophistiéxl technology used
by computer system like map quest. This paper ftumn finding the route with the lowest cost and thute with

smallest distance. We also study the history andiir of TSP by graph theory.
KEYWORDS: Graph Theory, Minimum Distance, Minimum Cost, Routeavelling Salesman
INTRODUCTION

Graph Theory is the study of graphs. Graphs arthenaatical structures used to model pair-wise igglat
between objects. Graph theory can be used to gobidems in branches of Mathematics, Computer $eieand other
scientific areas. We can make model an enormousbeumf real world systems and phenomena using grapt® *’
There are many different problems in graph thebag have attracted much attention. One such proldeire Travelling
Salesman Problem (TSP), which refers to a salesmtenwants to find a shortest possible tour thaits/isvery city

exactly once and returns back to the city from Whie started.®*

In terms of graph theory, given a list of nodesi€s) and their pair-wise distance, the task ifirtd the shortest
possible tour that visits every node exactly oriace the start node and the end nodes are the th&nieur creates a

Hamiltonian cycle, which is a cycle in the graphttisits each vertex exactly oncé.® *°

Mathematical problems related to the TravellingeSaman Problem were studied in the 180®y the Irish
mathematician Sir Wiliam Rowan Hamilton and by ti¥itish mathematician Thomas Pennington Kirkman.
Detailed discussion about the work of Hamilton &rkfnan can be seen from the book titled Graph Theory
(Biggs et al. 1976).
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It is believed that the general form of the TSPehheen first studied by Kalr Menger in Vienna arahtard.
The problem was later promoted by Hassler, Whittewlerrill at Princeton. A detailed description altdhe connection
between Menger & Whitney, and the development ef TSP can be found in (Schrijver, 1960). The deitgstic TSP

has been studied and many algorithms has beenogedEt *> 1 > Y9y many researchers.

In 2001, Applegate, Bixby, Chvatal, and Cook fotine optimal tour of 15,112 cities in Germany. lcate2004,
TSP of visiting all 24,978 cities in Sweden wasved! a tour of length of approximately 72,500 kikters was found and
it was proven that no shorter tour exists. Thisugently the largest solved TSP. Table 2 summarihe milestones of

solving Travelling Salesman Problem.

Table 1
Year Research Team Size of Instance
1954 | G. Dantzig, R. Fulkerson, and S. Johnson 49 cities
1971 | M. Held and R.M. Karp 64 cities
1975 | P.M. Camerini, L. Fratta, and F. Maffioli 67 chie
1977 | M. Grétschel 120 cities
1980 | H. Crowder and M.W. Padberg 318 cities
1987 | M. Padberg and G. Rinaldi 532 cities
1987 | M. Grétschel and O. Holland 666 cities
1987 | M. Padberg and G. Rinaldi 2,392 cities
1994 | D. Applegate, R. Bixby, V. Chvatal, and W. Cook 397 cities
1998 | D. Applegate, R. Bixby, V. Chvatal, and W. Cook .30 cities
2001 | D. Applegate, R. Bixby, V. Chvatal, and W. Cook B cities
2004 | D. Applegate, R. Bixby, V. Chvatal, W. Cook, andHelsgaun| 24,978 cities
Year Research Team Size of Instance
1954 | G. Dantzig, R. Fulkerson, and S. Johnson 49 cities
1971 | M. Held and R.M. Karp 64 cities
1975 | P.M. Camerini, L. Fratta, and F. Maffioli 67 chie
1977 | M. Grétschel 120 cities
1980 | H. Crowder and M.W. Padberg 318 cities
1987 | M. Padberg and G. Rinaldi 532 cities
1987 | M. Grétschel and O. Holland 666 cities
1987 | M. Padberg and G. Rinaldi 2,392 cities
1994 | D. Applegate, R. Bixby, V. Chvatal, and W. Cook 397 cities
1998 | D. Applegate, R. Bixby, V. Chvatal, and W. Cook .30 cities
2001 | D. Applegate, R. Bixby, V. Chvatal, and W. Cook B cities
2004 | D. Applegate, R. Bixby, V. Chvatal, W. Cook, andHelsgaun| 24,978 cities

Source€ook, William. "History of the TSP.The Travelling Salesman Problem. Oct 2009.
Georgia Tech, 22 Jan 2010. <http://www.tsp.gatetthiedex.html>. Maredia A. Described
the histanyd implementation of TSP to solve the probdfem

THE STRUCTURE OF TSP

Arcs, Edges and Tours

Solving a TSP amounts to finding a minimal costitonian cycle. Recall, even though TSP is easy to
understand it is very difficult to solve. Suppose Wwave a complete graph with nodes representingsciand arcs

representing distances between the given cities.

In this chapter Nodes represent the cities & Aggmresent distance between two cities. A compleaplgmvith
n nodes has (n-1)1/2 distinct tours or Hamiltonigule. As the number of nodes increases, the numbéours also

increases.
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Table 2: For Nodes, Arcs, Tours for (Complete Graph

S. | Nodes| Edges(Arcs)| Tours
No.| (n) {(n-1)n}/2 | (n-1)V/2

1 1 0 0

2 2 1 1/2

3 3 3 1

4 4 6 3

5 5 10 12

6 6 15 60

7 7 21 360

8 8 28 2520

9 9 36 20160
10 10 45 181440

The number of tours increases as nodes increase
Solution Methods of TSP

A salesperson needs to travel from a city toraldther cities exactly once to sell his produats eturn back to
the city he started from. He wants to do this whitevering the minimum total distance. This is whsodving the

TSP comes in. Some solution methods of TSP include:

Brute — force method, Approximations - Nearest gibbur (Greedy), Greedy Approach, Branch and

bound method.

BRUTE-FORCE METHOD FOR CALCULATE SHORTEST DISTANCE

When one thinks of solving TSP, the first methddtt might come to mind is a brute-force method.
The brute-force method is to simply generate afisiae tours and compute their distances. The estotdur is thus the

optimal tour. To solve TSP using Brute-force methadcan use the following steps:
Step 1:Calculate the total number of tours by (n-1)! 2ere n represent city.
Step 2:Draw and list all the possible tours.
Step 3:Calculate the distance of each tour.

Step 4:Choose the shortest tour; this is the optimaltamiu
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Step 1:Numbers of tours= (n-1)! /2. Here n=5 so

Numbers of tours = (5-1)! /2=4! [2#2412Step: 2 and 3
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Ahemdabad
Kolkata  Abemdabad

1742 Mumbai .
St 1742 Mub
g 14 Vb -
Tour 1: Delhi-Kolkata-Mumbai-Shimla-Ahemdabad-Defhi
Tour 2Debi-Kolkata- Shinla-Munbai- Abemdabad-Delhi Tour 3: Delhi-Kolkata-Ahemdabad-Shinla- Munbai-Deli
Distance of tour 1: 1461+1987+1742+1258+915=7363 Distance of tour 2: 1461+1751+1742+545+915=6414 Distance of Tour 146141924+1258+1742+1407=7792

Ahemdabad

Mubai
Tour 4Delhi-Mumbai-Kolkata-Ahemdabad-shimla-Delhi Tonr 5 Delhi-Mumbai- Alemdabad- Shimda- K olcata-Delhi
Teur 6 Delhi-Mumbai-Shimla-Kolkata-Ahemdabad-Dells
Distance of Tour1407+1987+1924+1258+343=6919 Distance of Tour $:1407+548+1258+1751+1461=6422 Distance of Tour: 1407+1742+1751+1924+015=7730

Ahemdabad

2 ; 1742 Mumbai
Shinla ) 1742 Mumbzi
1742 Mumbai
Tour 7Delhi-Kolkata-Ahemdabad- Munba-Shinla Delhi Tour § Deli- Ahemdabad-Shina-Kolkata-Mumibai- Delhi Tour 9 Delhi-Shimla-Kolkata-Ahemdabad- Munbai-Deli
Distance of Tour 7146 1+1924+545+1742+343=6013 Distance of Tour. 915+1258+1751+1987+1407=T318 Distance of Tour 343+1751+1924+545+1407=5970

Delti
Delhi

Ahemdabad

Shimla Shinla’

174 Murbai 1742 Munbai 1742 Mumbai
Tour 10:Delhi-Shimla-Mumbai-Kolkata- Ahemdabad-Delhi Tour! |-Delhi- Ahemdabad-Mumbai-Kolkata-Shimla-Delhi Tow12 Delhi- shimla-Ahemdabad-Mumbai Kolkata-Delhi
Distance of Tour 10:343+1742+1987+1924+915=6911 Distance of Tour1 1:915+545+1987+1751+343=5541 Distance of Tour 12:343+1258+545+1987+1461=5594

Figure 3

From analyzing all of the twelve tours we see that will be best to take tour
Delhi-Ahemdabad-Mumbai-Kolkata-Shimla-Delhi. Witlhetminimum total distance 6641.
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Brute-Force Method for Cost of Travel

Now we calculate the fare of tour. For this we gppie same process. The chart of fare for each city
shown below:
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Figure 4

According to Chart, the Complete Graph for 5 City Fare Rate is as Follow

Delhi

Ahemdabad

Complete graph for 5 city Fare Rate

Figure 5
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Now We Calculate the Minimum Fare for Require Tour

Cost of Tour 1

Cost of Tour 2

Cost of Tour 3

Cost of Tour 4

Tour I Delli-Kolkata-Mumbat Shimb- Ahe mdabad-Delhi
cost of tour 1: 1450= 19501750+ 1250-000=7200

Figure 6

Al g ok

“ehim =
Shimle L350 vt

Tour 2: Delki Kolkata Shimla- Mumbai-Ahemdshad Delli
Cost of Tour=1450-1700-1 50500+ 00 =6300

Figure 7

e T Hiddai

Tour 3 Delhi-Kolkata- Abe mdabad- Shimlz- wmbar De i
Cost of Towr J=1430-1000=1280-1750-1400=T700

Figure 8

|
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shinda "I.'!;'- 'm“m
Tour 4; Delhi-Mumbai-kokata- Akemdabad-Shim b-Delhi
Cost of Tour 4=1400=1950~1000~1250=J00=55040

Figure 9
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Cost of Tour 5

Cost of Tour 6

Cost of Tour 7

Cost of Tour 8
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Figure 13
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Cost of Tour 9

Shimls ey il

Tour ; Deli-Shimla-Kolkata-Ahendabad- umbai Delhi
Cost of Tour=300+1700+1900-500-1400=5500

Figure 14

Cost of Tour10

Tour 11 Delhi- Shimla-Mumbai Kolkat a-Ahemd abad-DieThi
Cosf of Tour=300+1750-1950-=-1000-0=6800

Figure 15

Cost of Tour 11

17a0 Tliammbiag
Tour 11: Delki- Ahmadabad -AMumbat Sheda -Defhi
Cost of Tour=000=500=1950~1700-300=5150

Figure 16

Cost of Tour 12

Shimzia

T MMuzmbal
Tour 17: Delhi- Shimb -Ahemdabad- Mumbai -Kolkata-Delhi
Coat of Tour=300+1250+-500=1950+1450=54(0

Figure 17
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By the above graph of tour we see that the shortespath with minimum fare is Tour 11:
Delhi- Ahemdabad -Mumbai- Shimla —Delhi. Cost of Tar=900+500+1950+1700+300=5350

Brute —force method always works if given enougtetand care. Because of its nature, it is confenelatively

small number of nodes.

Recall from table as given below we see that asntiraber of nodes increases the number of tourgases
factorially; therefore, using Brute force methodstve TSP with a large number of nodes can bérétiisg and can even

take years of centuries to solve.

Table 3: Shows How Rapidly the Number of Tour Incrases as Number of City Increases

S. Number Number of Numbers of
No. | of City (N) | Arcs = N(N-1)/2 | Tours= (N-1)1/2
1 6 15 60

2 7 21 360

3 8 28 2520

4 9 36 20160

5 10 45 181440

6 11 55 1814400

7 12 66 19958400

8 13 78 239500800
9 14 91 3113510400
10 15 105 43589145600

The number of Tours increases as n increases
So we cannot solve TSP for a large number of ndfiesuse nearest neighbour algorithm to solve TSP.
Nearest Neighbour

The nearest neighbour heuristic, is a simple aggrdor solving the travelling salesman problem. sbdve
TSP with a Nearest Neighbour Heuristic we lookIathee arc coming out of the city that have not eésited and the

next closet city.

To solve TSP with a Nearest Neighbour heuristiclaedk at all the arcs coming out of the city (notlegt have
not been visited and choose the next closest ttign return to the starting city when all the otbdies are visited.

To solve TSP using Nearest Neighbour Heuristic are use the following steps:
Step 1:Pick any starting node.

Step 2:Look at all the arcs coming out of the startingl@ohat have not been visited and choose the tesest

node.
Step 3:Repeat the process until all the nodes have bis#ad/at least once.
Step 4:Check and see if all nodes are visited. If sorreta the starting point which gives us a tour.

Step 5:Draw and write down the tour, and calculate ttstatice of the tour.
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Calculate TSP Using Nearest Neighbour Heuristic

i ~o % 7

~\/

1742 Mumba
Network of a 5 city TSP

Figure 18

Step 1:We start with city Delhi.

Step 2: There are four arcs coming out of city Delhi, tficne is arc Delhi-Kolkata with distance of 1461,
second one is arc Delhi-Mumbai with distance of7,4hd the third one is arc Delhi-Shimla with digta of 343, and the
fourth one is arc Delhi-Ahemdabad with distanc®bB. The next closest city is Shimla with the dise@of 343.

Step 3: From city Shimla, we have four arcs coming out. ¥é@not go back to Delhi. Since we have already
visited that city. We can either go to city Ahemadbcity Mumbai or city Kolkata. We pick city Aheidad since the
next closest city from city Shimla is Ahemdabadhite distance of 1258. Now from Ahemdabad we cagadack to
city Delhi and city Shimla, since we have alreadsited those cities. Therefore The closest cityrfrcity Ahemdabad is

Mumbai with the distance of 545, and from Mumba tiext closest city is Kolkata with the distance. 887.

Step 4: Since we have visited all the cities, now we daally return from city Kolkata to city Delhi whichas
the distance of 1461.

Step 5:

1742 Telimiatem
Muiwark of & 3 giiy TR

Tour of a 3 city TSP using Nearest Neighbour Heuristic

Tour: Dellil=Shinla-Alemdabad-Muimnibai-FKolkan-Delli

Dhatianice of Tour 343+ 1 258+545+ 1087+ 146 1=5504
Figure 19

Nearest Neighbour Heuristic for Cost of Travel

We first choose the city Delhi-Shimla with ratefafe is 300. Second we choose Shimla-Ahemdabéu fatie
1250. Then we choose Ahemdabad-Mumbai with fare. 30@1 then we choose Mumbai-Kolkata with Fare 1950.
Finally we choose Kolkata-Delhi with fare 1450wé add the entire rate of fare of tour then we Had&0 rupees.

By comparing the result of example brute forcehmdtand nearest neighbour heuristic. We see tkadptimal

solution for Brute-force method is not same. Thmoal solution of Nearest Neighbor heuristic is 85%hile the optimal
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solution of brute force method is 5541. Here Ndax&sghbour not worked, but it will not always beetcase. Therefore,

it follows that Nearest Neighbour Heuristic worksg it does not always give you the best solutioBage-force method.

Greedy Approach

The Greedy Approach can be the first method witigh be used to solve TSP. To solve TSP using Greedy
Approach, we look at all the arcs coming out of titg (node) and choose the n cheapest arcs. #etlmcheapest arcs

forms a Hamiltonian cycle than we have an optin@lut®on. To solve TSP using Greedy Approach we cae
following steps:

Step 1:Look at all the arcs with minimum distance.

Step 2:Choose theé cheapest arcs

Step 3:List the distance of arcs starting from the minimdistance to maximum distance.
Step 4:Draw and check if it forms a Hamiltonian cycle.

Step 5:If step 4 forms a Hamiltonian cycle than we hameoptimal solution; write down the tour of the opéil
solution and calculate their distance.

A 5 City TSP Network

1742 Mumbai
Network of a 5 city TSP

Figure 20

Step 1:the arcs with minimum distances are arc Delhi-$hjmrc Ahemdabad-Mumbai, arc Delhi-Ahemdabad,
arc Ahemdabad-Shimla, arc Delhi-Kolkata.

Step 2:we choose cheapest arcs and they are DB, BA, AC, and CB.

Step 3:arc DB = 1, the next smallest distance is BA =af; AC = 4 is the next smallest distance, and the

fourth smallest distance is arc CB = 5. We stograiCB because we already pickecheapest arcs.

Step 4 and 5

Shimla e

Mumbai

A greedy approach with 5 cities

Figure 21
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We do not have a Hamiltonian cycle, therefore, deenot have a tour. We conclude that this method is

good approach, but it does not give us the optsohition. Therefore the greedy approach is notadgmpproximation.

CONCLUSIONS

Graph theory is very useful to solve TSP. TSPoisexl by many another method. Here we used BruteeFo

Method, Nearest Neighbour Algorithm, Greedy Aldamit to solve the problem. The result comes from ghes

three methods indicate that Brute force methoddstraseful to solve the TSP for small plan of tiave
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